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Abstract
Phishing attacks remain a common attack vector in today’s IT threat landscape, and one of the primary means of preventing phishing attacks is e-mail filtering. Most e-mail filtering is done according to a either a signature-based approach or using Bayesian models, so when specific signatures are detected the e-mail is either quarantined or moved to a Junk mailbox. Much like antivirus, though, a signature-based approach is inadequate when it comes to detecting zero-day phishing e-mails, and can often be bypassed with slight variations in the e-mail contents. In this paper, we demonstrate an approach to evaluating the effectiveness of e-mail filters using a fuzzing strategy. We present a system that utilizes generative grammars to create large sets of unique phishing e-mails, which can then be used for fuzzing input against e-mail filters. Rather than creating random text, our approach maintains a high degree of semantic quality in generated e-mails. We demonstrate how our system is able to adapt to existing filters and identify contents that are not detected, and show how this approach can be used to ensure the delivery of e-mails without the need to white-list.

1 INTRODUCTION
Fuzzing is a technique commonly employed when testing boundary conditions and constraints of a system or protocol. The general idea is to provide a wide range of variations on input parameter values to determine whether various conditions and state transitions are handled appropriately. By testing boundary conditions, fuzzing is often able to identify weaknesses or vulnerabilities that can be exploited.

Fuzzing is a brute force attack, in that the fuzzing tests provide a massive amount of variations in hopes of finding a few that might cause unexpected conditions. However, there is no guarantee that fuzzing will discover any exploitable vulnerabilities. While fuzzing is sometimes employed by attackers in the wild, for example when targeting web-based applications and services, the nature of the fuzzing is very loud. This type of activity is easily noticed, often raises alarms, and puts network defenders in a heightened state of awareness. As such, fuzzing is usually performed offline whenever possible, where it can be automated by the attackers to avoid detection.

There are several types of fuzzing tools available, depending on the type of system or protocol being tested [16, 43, 48, 51]. Pattern- or list-based fuzzers are not very intelligent in that they will try a series of predetermined inputs and variations on those inputs, and report the outcome. More intelligent fuzzers, on the other hand, will vary the tests according to previous responses, and are able to more efficiently find error conditions that might be exploitable. While fuzzers have been developed for testing most types of systems and protocols, fuzzing techniques are far more difficult to apply to social engineering attacks like phishing.

In this paper, we describe our approach to fuzzing e-mail contents for phishing attacks in order to identify gaps in e-mail filters. We utilized PhishGen, a previously released open-source software solution for dynamically generating phishing e-mail contents using grammars, to create the e-mails. We then applied a technique called n-gram analysis, in which sentences are broken into smaller fragments for analysis, to determine which sentence structures resulted in filtering. Our analysis used detected feedback to adjust production rules in the grammar, so that PhishGen focused on successful rules rather than rules that may have produced content that was filtered. Instead of generating random text though, as might be expected from a fuzzing utility, the system is able to
maintain semantic validity in the e-mails that are generated.

2 BACKGROUND

Many research approaches to phishing attack detection focus on either detecting the incoming message at the mail server, or detecting the e-mail inside the mail client once downloaded locally by a user. Research has focused on analyzing the incoming e-mail for suspicious elements, such as obfuscated links or suspicious phrases, or using feature selection algorithms to try and discriminate between phishing e-mails and normal e-mails [4,6,9,32]. Once identified, a phishing e-mail can then be removed from the users work stream, and the risk of them clicking on malicious links or attachments is completely negated.

For the most part, technical controls are limited in their attempt at preventing phishing in live networks for three reasons. First, most theoretical models for detecting or preventing phishing have limitations that make them unsuitable for deployment in live networks [2]. They may be too slow, or have a high false positive rate that makes automated filtering unreliable. Second, users that are susceptible to phishing will often disregard or even bypass warnings, and in some cases actually disable detection tools [39, 50]. Finally, as a social engineering attack, phishing is constantly evolving to bypass technical controls and target the user. Once a technical control is made available to the public, the attackers will often find loopholes or vulnerabilities that will allow their attacks to bypass the control [20, 24]. So, while technical solutions such as browser add-ins and e-mail filtering provide some level of protection, they cannot at present provide a fully effective solution to the phishing problem.

2.1 ETHICAL CONSIDERATIONS

PhishGen is available by request to researchers interested in developing phishing prevention techniques and detection algorithms. The intended purpose is to provide automated content generation for use in training algorithms, but as we demonstrate in this paper it also has potential offensive capabilities. There is always some concern that such tools give additional capabilities to the bad guys. In the wild, phishers and spammers already have numerous tools to execute complex attacks [33, 35, 38]. They also use underground forums to share and disseminate new tools [34, 49]. Additionally, it is already well established that existing signature-based filters can be bypassed by tweaking key features, and attackers already have means of testing their content to bypass filters [27].

When used as a fuzzing tool, PhishGen tends be very noisy. In order to adapt to filters, multiple rounds of e-mails are typically required, and as with most fuzzing tools a fairly large number of test cases are required. An attacker would probably not be interested in these multiple rounds of follow-on attacks once they have received a successful response during an actual attack. So as a tool for the bad guys, PhishGen would probably be considered fairly cumbersome. For network defenders, on the other hand, PhishGen can be used to simulate multiple attacks without involving users or risking actual data breaches, and as such could be a valuable assessment tool.

3 RELATED WORKS

Due to the regularity of phishing attacks, it has become a heavily researched area in academia. The majority of available research focuses on detection methods, preventative approaches, or analysis of why users fall for phishing attacks. A wide range of existing research focuses on analysis of the incoming e-mail for suspicious elements [3,5,15,19,44], or on detecting fraudulent web sites [17,25,30,42]. Finally, some researchers have developed technical components for browsers that prevent access or warn the user when something suspicious is detected [11, 18, 37].

Some attempts have also been made to model the overall attack process of phishing [10, 12, 21, 22, 26], and several studies have also been performed on the effectiveness of various technical controls [14, 23, 24, 47, 50]. Several studies have been performed on why users fall for phishing attacks [12, 13, 40, 45, 46], and the effectiveness of various training options as well [7, 8, 28, 29, 41].

A fairly common practice for network defense is to setup signature-based countermeasures, similar to how many anti-virus solutions work. For example, by providing signatures for specific keywords and phrases like ‘Viagra’ or links that say ‘click here’, some spam and phishing attacks can be quickly identified. Additionally, references to known-malicious websites, domains, or IP addresses can be used in a blacklisting approach, or alternatively site reputation can be used as a filtering method [31]. While PhishGen does contain functionality for URL obfuscation, our fuzzing technique is focused primarily on evading content-based filtering by modifying grammatical elements. We assume that an attacker can test IP addresses and domain names/URL against common filtering techniques to mitigate the chance that they are blacklisted, however it is much more difficult to identify grammatical elements of an e-mail that might
result in filtering.

As mentioned in previous sections, some research has already been performed in the area of filter bypass using synonym replacement [27]. In this type of approach, filters that are triggered by specific terms are bypassed using synonyms, for example by substituting the phrase ‘authentication tokens’ for ‘passwords’. This results in content that may bypass filters, but will often become illegible or confusing as more obscure synonyms are required. In our previous research, we showed how obvious or grammatically irrelevant content results in significantly lower click-through rates than well-crafted and convincing content [36]. In our study, no users clicked on links in an e-mail that contained gibberish text, while In order to maintain effective content, which differentiates our approach from previous research, we incorporate a feedback function that allows PhishGen to learn effective techniques without sacrificing semantic content. So instead of substituting synonyms for particular words or phrases, PhishGen will utilize entirely different grammatical structures or alter the entire logic of the e-mail based on successful feedback.

4 SYSTEM DESIGN

In this section we present the key design components within PhishGen that enable it to be used as a fuzzer for e-mail filters. These include a semantic validity engine, n-gram analysis, and an adaptive rule weighting component. While a normal protocol fuzzer could easily test a wide variety of input strings sent to a mail server, we are interested primarily in those e-mail messages that are both semantically valid and could be used in an effective attack. These messages must be able to bypass existing filters, but also maintain semantic integrity so that a user might be tricked into responding. Semantic integrity is an important concept, because phishing attacks often rely on coercion through effective messaging. Our semantic validity engine ensures that the messages are coherent, while the adaptive rule weighting allows for variations in generated content [36]. Meanwhile our n-gram analysis technique allows smarter decisions when applying production rules to the e-mail generation process.

4.1 Semantic Validity Engine

Generating random character strings or blocks of arbitrary text that would not get flagged by anti-phishing detection capabilities is fairly simple, however such an approach provides very little benefit as it does not reflect the type of actual payloads that would be used in phishing attacks. As mentioned earlier, these types of e-mails have been shown to result in decreased click-through rates as well, and so would not be considered useful examples. To provide realistic content as part of the fuzzing process, PhishGen utilizes a modified context-free grammar (CFG) that is is able to create multiple variations of an e-mail according to various production rules. By utilizing this rule-based text generation approach, the tool is able to generate semantically valid text that performs as well as manually generated e-mails in live exercises [36]. So while the tool is identifying gaps in detection capabilities by showing how certain e-mails make it past detection measures, it is also generating content that reflects realistic attack vectors. The same generated content could also be used as part of a live phishing exercise or training initiatives.

In addition to generating useful content, PhishGen is also able to provide a method for identifying potential updates to existing countermeasures. Simply providing an example of an e-mail that makes it past filters is insufficient, a useful fuzzing tool must be able to identify specific features within a generated e-mail that should be included in existing signature databases. PhishGen is able to mark specific production rules as suspicious, and include markers within the generated e-mail text. During the template generation phase, suspicious elements are bookended with unique HTML tags that can be used by administrators to pull useful signatures out of successful e-mails, while not affecting the overall look-and-feel of the e-mail within a browser or e-mail client. For example, the following block of HTML would not affect how an e-mail looks:

```html
<a href='http://www.13.org'> CLICK HERE <susp13414>PLEEZ</susp13414>
</a>
```

However, after it has been confirmed as successfully evading filters, the specific signature within the HTML can be identified by the `<susp13414>` tag, and administrators can add the signature to a countermeasure signature databases.

4.2 N-Gram Analysis

PhishGen maintains a list of potentially bad production rule combinations that are determined through n-gram analysis. These rule combinations are used to overrule decisions within the CFG when it makes choices between two rules with the same weight, or when there is sufficient evidence that a rule is resulting in the e-mail being filtered or ignored. When a decision is made to choose one production rule over another, PhishGen first looks
at the rule weight, and then looks at the list of potentially bad rule combinations to see if there is an optimal choice. This list of bad production rule combinations is accomplished by doing an n-gram analysis of rule combinations based on positive and negative feedback from the exercise environment.

To generate an e-mail, PhishGen expands production rules until there are no more available production rules for expansion. For each generated e-mail, the software keeps track of the rules chosen and the order they were chosen in, resulting in a chain of production rules that act as a signature for that e-mail. So, one e-mail might be generated by applying production rule 1, followed by production rule 3, then 5 and 7 in that order. For ease of reading, we can represent this chain of production rules as 1 → 3 → 5 → 7.

Table 1 illustrates the results of breaking out 1 → 3 → 5 → 7 for n-gram analysis. First, a list must be created of all sequences of production rules from length 1 to n, where n is the number of production rules in the original chain. For 1 → 3 → 5 → 7, n=4 because the chain is 4 production rules long, so the software would look at sequences of production rules that are length 1, 2, 3 and 4. A different signature of 1 → 3 → 5 → 7 → 8 would have n=5 and PhishGen would look at 1-grams, 2-grams, 3-grams, 4-grams, as well as 5-grams. The longer the chain of production rules, the larger the set of sub-sequences that are analyzed. Once the list is generated, PhishGen assumes that each of these subsequences of rules will cause an e-mail to be flagged, and so they are classified as "presumed bad". If PhishGen detects a successful response from the exercise environment that can be attributed to that e-mail, any subsequence used for that e-mail can then be marked as "known good" because it was not quarantined.

Figure 1 illustrates an example of discriminating "known good" and "potentially bad" sequences of production rules using n-gram analysis, and how this granular approach can find specific sub-sequences that might result in an e-mail being detected. After generating the e-mails, PhishGen marks all n-grams from the associated production rule chains as "potentially bad". However, when a response comes back for the e-mail that was generated by the signature 3 → 5 → 6 → 8, PhishGen knows the associated n-grams with that signature did not cause the e-mail to be quarantined. For example, it knows that choosing the sequence of production rules 3 → 5 → 6 is safe, and so it removes that 3-gram from the "potentially bad" list. It is important to note, from Figure 1, that the sequence 3 → 5 → 7 is still marked as "potentially bad", even though 3 → 5 is not. This is because that sequence of production rules was associated with a different e-mail that did not result in a response from the exercise environment. It could be that production rule 7 is a rule that causes an e-mail to become filtered, perhaps by adding a word to the e-mail that triggers countermeasures.

In general, PhishGen assumes the worst and favors rule combinations that are either known to be good, or at least are not included in the bad combination list. New sequences of production rules are not prevented from being chosen, but once a rule is used to create an e-mail it is considered to be ineffective until a response is received from the exercise environment. As such, PhishGen will continue to utilize new rules as well as recombining previously validated sequences of production rules.
4.3 Adaptive Rule Weighting

One of the fundamental problems with CFGs is that they can create an infinite set of strings if the rules are not properly designed. By definition, a CFG cannot determine a specific number of times a rule has been applied, and so there must be some external control in place to either validate rules in the grammar, or else place a limitation on the number of times a rule can be applied. To address this issue, PhishGen utilizes a probabilistic context-free grammar (PCFG) and reduces the likelihood of using a rule each time it is applied. Additionally, prior to generating e-mail templates, PhishGen provides a method for evaluating a given set of grammar rules to ensure that all of the rules are valid, and that every rule has a terminating branch.

In order to prevent repetition of rules, and generally force a more diverse set of generated content, PhishGen alters the associated weight of a rule every time it is used. So during each iteration, a given rule is unlikely to be chosen twice until all other available rules have also been selected. This feature also has a unique benefit, in that PhishGen can also adjust rule weights based on external stimulus. For example, while rule weights are decreased during selection, they are also increased when a successful response is detected from the exercise domain. Each e-mail generated by PhishGen is logged, as well as the production rules used to generate it, so when a response is received the weights of all associated production rules can be adjusted.

PhishGen decreases the weight of a production rule every time a rule is used, and increases the weight when a rule is part of an e-mail that results in a successful response from the testing environment. In this way the system gradually phases out less successful rules in favor of user responses. Similarly, if a rule results in an e-mail being quarantined or filtered, that rule will eventually be phased out because users will never receive the e-mail, and thus cannot respond. Just because a rule is successful once, however, does not mean it will always be used. Each time the rule is used the weight is decreased, and so if users gradually acclimate to detecting specific language, the rule will eventually be phased out in favor of other rules that generate content that have not had as much exposure.

4.4 Fuzzing Capabilities

While the semantic validity engine is used to create grammatically and semantically relevant content, the adaptive rule weighting and n-gram analysis components are what allows the tool to be used as an intelligent fuzzer. The n-gram analysis focuses on sequences of production rules, and informs the decision making process by avoiding blocks of text that might be resulting in detection. The goal of this analysis is to avoid potentially bad combinations of production rules. The adaptive weighting, on the other hand, focuses on selection strategies for individual production rules, and ensures that rules are not being overused based on performance.

5 EXPERIMENTAL DESIGN

To test the fuzzing capability of PhishGen, we developed a series of simulations that would measure the ability to bypasses existing countermeasures. In this section we describe how the content was created for these simulations, and the environments that were tested against. An archive containing the production rule template used by PhishGen to create all simulation e-mails in this study, as well as copies of the individual e-mails for each round of simulations, is available for download at:

http://www.diskread.com/fuzzing.zip

This archive can be used to validate that our approach was not simply replaying successful e-mails, but that new contents were being generated for each round of testing. The archive, as well as a copy of the PhishGen software, can also be requested by sending an e-mail to spalka@gmu.edu.

5.1 Content Generation

E-mail content for each simulation was generated by PhishGen using a set of production rules that had been previously validated in other research [36]. Specifically, we utilized a template that contained a series of production rules to generate an e-mail asking users to click links in order to update a password or user profile. Figure 2 illustrates an example e-mail generated from this template. This e-mail template was chosen because it contained some rules that would generate clearly suspicious content that would presumably trigger existing detection capabilities, but it had also been demonstrated as very effective in previous live exercises. In all, the production rules template contained 129 individual production rules, and took less than an hour to develop.

In many cases, templates that we developed for testing went completely undetected in the various environments that were being tested, and so were excluded from the results reported in this paper. The focus on this paper is to demonstrate the learning capability that supports fuzzing, which is best illustrated when e-mails are ini-
tially detected. However we have provided one such template in the archive for demonstration purposes, so that researchers could test against other environments not included in this analysis.

For each simulation, PhishGen was first used to create 100 random e-mails, and these e-mails were then sent through to the specific environment being evaluated. All e-mails for all rounds of testing were generated from the same set of production rules for consistency. Information about the emails that were not filtered was then fed back into PhishGen so that it could adjust the weights on production rules and update the n-gram analysis tables for the next round of testing. Each round of simulations utilized 4 sets of 100 e-mails, with a total of 3,200 generated e-mails being sent overall.

5.2 Tested Environments

The first environment that we used for testing our fuzzing approach was a corporate environment. Specifically, we were allowed to run simulations within the production e-mail environment for a large commercial firm, given that our simulations were not targeting users. This environment supported business operations for over 20,000 users, and was configured with multiple phishing and spam detection measures. This environment primarily utilized a signature-based approach to detection, but also incorporated commercial solutions like Cisco IronPort spam filtering. There were likely additional detection measures in place that we were unaware of, however this illustrates how our fuzzing approach can still be used in black-box environments. For our e-mail client, we used the same configuration used by the company user population, which was a Microsoft Outlook 2013 installation with McAfee E-mail Security installed as an add-in. We did modify the base configuration to have the Junk E-mail Options set to high, so that we could provide as restrictive an environment as possible. This environment was representative of the types of e-mail environments we have seen at other companies.

The second environment utilized SpamAssassin with Bayesian-style probabilistic classification, as an alternative to a signature-based approach. SpamAssassin was trained on 795,092 spam and phishing e-mails sourced from a spam codex maintained by Untroubled Software (http://untroubled.org/spam/) and a scam e-mails database maintained by Scamdex (http://www.scamdex.com/).

Initially, we were interested in testing our approach against online e-mail systems like Gmail. However, after testing several types of e-mails and production rules, we determined that these environments were not useful for demonstrating our fuzzing approach because they failed to identify any of our generated e-mails as suspicious. For example, the example e-mails that were detected by SpamAssassin and the corporate e-mail environment were not filtered when sent to a Gmail account. We believe the most important reason for this is the lack of exposure. Gmail looks for viruses and malware signatures, patterns within e-mails, and most importantly it learns from user-reported e-mails [1]. For example, Gmail will provide warnings for messages with similarity to known suspicious messages, detected spoofed sender addresses, known phishing attacks, and even empty message contents. However, Gmail relies heavily on reports of phishing and spam by users, and our e-mails were never sent in the wild. Our e-mails were not sent with malicious attachments or virus signatures, but surprisingly they did not meet any thresholds that would classify the e-mails as suspicious either. While this does not mean Gmail cannot detect any e-mail generated by PhishGen, it does indicate the difficulty in identifying "zero-day" e-mails in general.

6 RESULTS

For our testing we had PhishGen working off of perfect information from the exercise environment. Any e-mail that made it to the Inbox without modification was considered "successful" and provided as feedback to the software. In a live environment, not every e-mail would result in a human response, and so the software would have less information per round of e-mails on which to base weight adjustments. Also, PhishGen would assume that a non-response was due to filtering, rather than through failure to coerce a human response. This is a unique capability of PhishGen, because in a live envi-
Table 2: Detection rates for multiple simulations across two test environments.

<table>
<thead>
<tr>
<th>Environment</th>
<th>E-mail Round 1</th>
<th>E-mail Round 2</th>
<th>E-mail Round 3</th>
<th>E-mail Round 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corporate</td>
<td>19%</td>
<td>12%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Corporate</td>
<td>14%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Corporate</td>
<td>18%</td>
<td>1%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Corporate</td>
<td>15%</td>
<td>1%</td>
<td>1%</td>
<td>0%</td>
</tr>
<tr>
<td>SpamAssassin</td>
<td>15%</td>
<td>1%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>SpamAssassin</td>
<td>9%</td>
<td>1%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>SpamAssassin</td>
<td>10%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>SpamAssassin</td>
<td>20%</td>
<td>1%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Table 2 shows the percentage of detected e-mails for both environments across multiple simulations. In all, we ran four sets of simulations in each environment, with each simulation utilizing 4 rounds of 100 e-mails. In both environments, PhishGen was able to get 100% of e-mails through the filters within 3 rounds of e-mails being sent. This indicates that the n-gram analysis approach was able to identify production rules that were resulting in e-mails being filtered, which then informed the subsequent rounds of e-mail generation.

Overall, there was very little difference in detection capabilities between the SpamAssassin and Corporate test environments. Both appeared to catch around 15% of the e-mails in the first round, with a significant drop in detection for the second round. In one simulation, the Corporate environment was able to catch more than 10% of the second round e-mails, but then the detection rate dropped to zero in the third round of e-mails. While this only appeared once, it does show that the approach can sometimes misinterpret the feedback from the exercise environment, or employ previously unselected production rules that result in filtering.

7 CONCLUSIONS

The results of our simulations show that PhishGen was successful in evading filters over the course of several simulations, regardless of the type of countermeasures that were deployed. This was primarily due to the n-gram analysis and adaptive rule weighting schemes that were utilized, which allowed the system to learn which production rules were effective.

From our results, we can see that both environments appeared to be filtering based on some threshold values that were not met by the majority of our e-mails, and those thresholds were primarily based on suspicious keywords. For SpamAssassin, this is likely due to the fact that we did not include a lot of keywords that occur regularly in phishing or spam e-mails, such as ‘Viagara’ or ‘click here’. In the event those keywords were used, and detected, our system avoided them in future generations.

In the Corporate environment, there were far more variables involved, and there may have been some security measures that were not disclosed to us, so it was a true black-box test of the environment. However, we can still see from our results that the same issue appears to affect this system. Our content did not meet whatever thresholds were set, at any point between the mail server and the mail client, and so the e-mails made it through.

For the most part, we feel that this is primarily due to the same issue that we encountered with Gmail, in that zero-day e-mails are hard to detect because filters cannot predict what contents will be suspicious in the future. Once an e-mail is reported, it becomes far easier to reduce impact on a user population if it is seen again.
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